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Abstract

This study proposed a three-stage measurement model utilizing the Latent Growth Curve Modeling and Latent Class Growth Analysis. The measurement model was illustrated using repeated data collected through a four-week prospective study tracking the subjective well-being of volunteer college students (n=154). Firstly, several unconditional growth models were estimated to define the model, providing a better representation of individual growth trajectories. Secondly, several conditional growth models were formulated to test the usefulness of covariate variables hypothesized to explain observed variance in growth factors. Finally, latent class growth models were estimated to further explore different latent trajectory classes. Results showed that students' subjective well-being changed over time, and the rate of this change and its covariates were not constant for the entire sample. This study clearly illustrates how a longitudinal measurement approach can enhance the scope of findings and the depth of inferences when repeated measurements are available.
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Introduction

The most fundamental issue of educational research is determining how individuals' development occurs over time (Aşkar & Yurdugül, 2009). The development process has a multidimensional structure encompassing people's cognitive, affective, and psychomotor skills. Changes in these skills due to various causes result in various outcomes. Hence, one of the ultimate goals pursued by methodological studies in the educational sciences is to uncover general principles for measuring or monitoring the complex structure of individual development (Curran & Wirth, 2004). Repeated observations from longitudinal measurement design, including the time effect, are needed to analyze the change. The reason behind designing the research design as longitudinal rather than cross-sectional is the notion that measurements taken to cover a process can capture the structure of the feature in a more realistic way. In other words, if the structural change over time is theoretically supported, the practical significance of the results can be increased by supporting the measurements and statistical methods used with a longitudinal approach (Kane, 2013). A longitudinal measurement design provides essential information about intra-individual differences, inter-individual differences, and the sources of these differences (Duncan & Duncan, 2009).

Longitudinal research integrates three elements: a theoretical model of the structure, a measurement design that offers a distinct and comprehensive observation of the change process, and statistical models for data analysis (Collins, 2006). The interaction between theory, measurement design, statistical model, and the conclusions drawn from results to add to theory is a never-ending loop (Curran & Willoughby, 2003). Longitudinal research incorporating these three elements will provide an in-depth look at the complexities of individual development. This study focuses on examining intra-individual changes and inter-individual differences in scenarios where the construct is dynamic. The contributions of longitudinal measurement and statistical methods are provided through an example.
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It is necessary to analyze the data using appropriate statistical models to answer the research questions correctly (Hertzog & Nesselroade, 2003). Longitudinal statistical models significantly impact the combination of repeated measures, the analysis of change process hypotheses, and the validity of interpretations drawn from the conclusions. In recent studies, growth modeling has increased researchers’ interest in analyzing the differences between change patterns and observation units over time. However, the educational sciences literature has limited application of growth modeling. In the present study, Latent Growth Curve Modeling (LGCM) (Meredith & Tisak, 1990) and Latent Class Growth Analysis (LCGA) (Nagin, 1999), constructed by merging growth model analysis with covariance analysis, were used to model individual growth trajectories.

The Framework of Latent Variable Models

LGCM and LCGA are classified as Latent Variable Models (LVMs) (Muthén, 2007). Within the theoretical framework of LVMs, Table 1 displays the statistical models classified according to the kind of latent variable and whether the research is cross-sectional or longitudinal. Quantitative changes can be explored when the latent variable is continuous (Ruscio & Ruscio, 2008). Factor Analysis can be used as a cross-sectional model, and LGCM can be used as a longitudinal model for examining quantitative changes. Qualitative differences can be investigated when the latent variable is categorical. Some latent variables are hybrid, with both continuous and categorical individual differences. In longitudinal models, LCGA and Growth Mixture Modeling (GMM) (Muthén & Shedden, 1999) are employed when the latent variable is categorical or hybrid.

Table 1. Latent variable models

<table>
<thead>
<tr>
<th>Latent Variables</th>
<th>Continuous</th>
<th>Categorical</th>
<th>Hybrid</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cross-sectional</td>
<td>Factor analysis</td>
<td>Latent class analysis</td>
<td>Factor mixture analysis</td>
</tr>
<tr>
<td>Longitudinal</td>
<td>Latent growth curve modeling</td>
<td>Latent class growth analysis</td>
<td>Growth mixture analysis</td>
</tr>
</tbody>
</table>

LGCM assumes that individuals come from a unique population and that an average growth trajectory can sufficiently estimate the population’s growth. Also, it is assumed that covariate variables influence individuals similarly. However, the average growth trajectory alone is insufficient if the population of growth patterns contains subgroups, and the covariate variables affect these subgroups in various ways. While LGCM allows for the testing of subgroups in the context of observed group membership, such as gender and ethnicity (Curran & Wirth, 2004), it falls short of defining unobserved latent growth groups (Wang & Bodner, 2007). Unlike LGCM, GMM and its special type, LCGA, focus on characterizing unobserved heterogeneity (latent classes) in the population and classifying individuals with similar growth patterns (Jung & Wickrama, 2008).
Figure 1 illustrates the three major growth modeling approaches (Muthén, 2007). The growth is defined with continuous latent variables in LGCM, whereas the growth is defined with continuous and categorical latent variables in GMM and LCGA (Berlin et al., 2014). GMM allows the differentiation of growth trajectories among the latent classes and individual differences within each class (Jung & Wickrama, 2008). In LCGA, the variance and covariance values of the growth factors in each class are supposed to be constrained to zero and allowed to vary only across classes (Berlin et al., 2014; Nagin, 1999).

According to a study by Nylund et al. (2007), combining LGCM and LCGA will contribute to more in-depth studies and expand the validity and reliability of interpretations. LGCM and LCGA are commonly used to analyze changes in academic achievement (Bilir et al., 2008; Gottfried et al., 2016), health sciences (Aili et al., 2021), and sports sciences (Kim et al., 2016). The change in mental health throughout the COVID-19 pandemic was also investigated using longitudinal statistical models (Pierce et al., 2021). The purpose of the current study is to propose a longitudinal measurement method for describing the properties of individual growth trajectories. This method has been illustrated using data from a repeated four-week study on subjective well-being. The following research questions were examined:

1. What is the shape of the average growth trajectory in the sample?
2. When time-varying covariates are incorporated into the growth model, how do model comparisons provide results?
3. How many latent classes best represent individual growth patterns?

Method

Research Design

This study was developed as a longitudinal panel design (Menard, 2008) with repeated measurements. The same settings and participants are included at each measurement time in this design, also known as cohort studies. Cohort studies can be prospective or retrospective. Prospective studies are carried out from the present into the future. This is a prospective cohort study.

Sample and Data Collection

It is necessary for the participants to be available and cooperative throughout the period to avoid data loss in longitudinal research. The observations of 154 university students who volunteered to complete the survey are included in the data gathered through repeated measures between the 2018 and 2020 academic years. Participants consisted of 76% female students and 17% male students.

The minimal requirement for longitudinal statistical models is that they must be measured at least three equal or irregular intervals. The measurement time points should be sensitive enough to identify the change meaningfully (Ployhart & Vanderberg, 2010). Collecting additional observations leads to higher precision for estimating the individual growth trajectory and greater reliability for measuring change (Willett & Sayer, 1994). Participants were asked to provide observations repeated every week at four equally spaced time points before the midterm exams in the 2018-2020 academic year. Time is coded as 0, 1, 2, and 3 in modeling a linear growth trajectory with four repeated observations. T0 represents the initial time point; T1 is the second; T2 is the third; and T3 is the fourth. The researcher administered online surveys to gather data from students.

Measures

The data comes from a more extensive longitudinal study asking how participants spent the previous week concerning various positive and negative affective factors. Participants were asked to rate these items on a 5-point Likert-type scale (1 = never to 5 = very often). Observed indicators such as happiness, peace, satisfaction, and energy were employed to measure the subjective well-being construct. Confirmatory Factor Analysis (CFA) was used to examine factor structures of subjective well-being over time. CFA results are given in Table 2.
Table 2. Results of the CFA for subjective well-being across measurement time points

<table>
<thead>
<tr>
<th></th>
<th>Measurement Time Points</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Time 1 (T1)</td>
</tr>
<tr>
<td>AIC</td>
<td>2455.21</td>
</tr>
<tr>
<td>BIC</td>
<td>2497.65</td>
</tr>
<tr>
<td>CFI</td>
<td>1.00</td>
</tr>
<tr>
<td>TLI</td>
<td>1.00</td>
</tr>
<tr>
<td>RMSEA</td>
<td>0.00</td>
</tr>
<tr>
<td>SRMR</td>
<td>0.006</td>
</tr>
<tr>
<td>Cronbach α</td>
<td>0.87</td>
</tr>
<tr>
<td>McDonald ω</td>
<td>0.91</td>
</tr>
</tbody>
</table>

Table 2 shows that the CFA results confirmed the single-factor structure of subjective well-being across four time points. Reliability coefficients for four-time points were between 0.87 and 0.89 for Cronbach’s α and between 0.88 and 0.91 for McDonald’s ω. The McDonald’s ω coefficient is computed for composite total score reliability. Subjective well-being scores were calculated based on the total scores of the observed indicators. The total subjective well-being scores range from 4 to 20. Some variables, including sleep quality, resilience, and stress, were selected as covariate variables. Resilience and stress items are rated on a 5-point Likert-type scale (1 = never to 5 = very often), and sleep quality scores range from 5 to 20.

Data Analysis

Participants with missing values at any time point were excluded from the analysis. The descriptive statistics indicated a declining trend in the mean subjective well-being over the weeks (X_{T0} = 11.9; X_{T1} = 10.9; X_{T2} = 10.2; X_{T3} = 10.0). It is suggested that for a better estimation of LGCM, the slope parameter must have adequate variance (Lorenz et al., 2004). Pearson product-moment correlations were calculated to evaluate the variance of the slope parameter. The correlations between four-time points showed that the first and second-time points (r = 0.50, p < 0.01) had a stronger relationship than the first and third-time points (r = 0.30, p < 0.01). This correlation means that later measures have progressively lower correlations with earlier measures as a function of increasing time. This result suggests that the rate of change over time varies and there is an inter-individual variance in the rate of change.

Latent Growth Curve Modeling

LGCM consists of two parts: a measurement model and a structural model. The measurement model refers to the intra-individual level. The measurement model part is:

\[
y_{it} = \eta_{i0} + \eta_{i1}t + \eta_{i2}t^2 + \epsilon_{it}
\]

(1)

where \(y_{it}\) is the observed outcome measure of participant \(i\) at the time point \(t\); \(\eta_{i0}, \eta_{i1}, \) and \(\eta_{i2}\) are the intercept, linear slope, and quadratic slope, respectively, for participant \(i\); \(\epsilon_{it}\) is the error score for participant \(i\); and \(t\) is the associated time score. Time scores are coded 0 for the initial time point, so the slope is interpreted as the rate of change, and the intercept is interpreted as the mean score at the initial time point. The intercept and slope parameters are growth factors in the model. The quadratic slope will be removed from the model if it is not statistically significant. The structural model parts are:

\[
\begin{align*}
\eta_{i0} &= \beta_{00} + \beta_{01}x_i + \zeta_{i0} \\
\eta_{i1} &= \beta_{10} + \beta_{11}x_i + \zeta_{i1} \\
\eta_{i2} &= \beta_{20} + \beta_{21}x_i + \zeta_{i2}
\end{align*}
\]

(2)

where \(\beta_{00}, \beta_{10}, \) and \(\beta_{20}\) are the mean intercept, the mean linear slope, and the mean quadratic slope, respectively, and \(\beta_{01}, \beta_{11}, \) and \(\beta_{21}\) are the variance for growth parameters, respectively. \(\zeta_{i0}, \zeta_{i1}, \) and \(\zeta_{i2}\) are their error terms.

Unconditional models such as linear (Model 0) and quadratic (Model 1) were fitted to the data to examine the shape of growth trajectories (see Figures 2a and b).

The conditional model (see Figure 2c) was fitted to the data to explain the variation among participants in growth factors (Byrne et al., 2008). The measurement model with sleep quality (SQ) as a time-varying covariate is in Equation 3:
\[ y_{it} = (\eta_{0i} + \eta_{1i}a_i) + (\gamma_i \cdot SQ_{it}) + \varepsilon_{it} \]  

(3)

where \( y_i \) is the coefficient of the covariate effects on growth factors; in this case, \( y_i \) is the sum of the errors and the covariate effect. Sleep quality (Model II), resilience (Model III), and stress (Model IV) were added to the conditional model as time-varying covariates, respectively.

\[ y_{it} | (C = c) = \eta_{0i} + \eta_{1i}a_i + \varepsilon_{it} \]  

(4)

where \( y_{it} \) is the observed score of participant \( i \) at time point \( t \), \( y_{it} \) is conditional on the class membership \( C_i \). \( a_i \) is the time score, \( \eta_{0i} \) and \( \eta_{1i} \) are the intercept and slope, and \( \varepsilon_{it} \) is the error score for participant \( i \) in class \( c \). The structural models are like unconditional LGCM, but it includes the categorical latent class variable \( c \), which apprehends the heterogeneity in the population (Nylund et al., 2007). The structural model part as

\[ \eta_{0i} = \beta_{0ci} + \zeta_{0i} \]

\[ \eta_{1i} = \beta_{1ci} + \zeta_{1i} \]  

(5)

Figure 2. Path diagrams for four types of Growth Modeling

The unconditional and conditional LGCMs were fitted to the data using Mplus 7 (L. Muthén & Muthén, 1998-2012). All models were estimated using the maximum likelihood (ML) estimation. The comparative fit index (CFI), the root mean square error of approximation (RMSEA), and the standardized root mean square residual (SRMR) were considered to evaluate the model-data fit. The recommended cutoffs of CFI>0.95, RMSEA<0.05, and SRMR<0.05 as indicating a good model fit and CFI>0.90, RMSEA<0.08, and SRMR<0.08 as indicating an acceptable model fit were used (Brown, 2015; Hu & Bentler, 1999). The log-likelihood difference test (T\( D \)) was utilized to compare nested models (B. Muthén & Muthén, 2020).

**Latent Class Growth Analysis**

Figure 2d demonstrates an unconditional LCGA model. The measurement model part is like an unconditional LGCM,

\[ y_{it} | (C = c) = \eta_{0i} + \eta_{1i}a_i + \varepsilon_{it} \]  

(4)

where \( y_{it} \) is the observed score of participant \( i \) at time point \( t \), \( y_{it} \) is conditional on the class membership \( C_i \). \( a_i \) is the time score, \( \eta_{0i} \) and \( \eta_{1i} \) are the intercept and slope, and \( \varepsilon_{it} \) is the error score for participant \( i \) in class \( c \). The structural models are like unconditional LGCM, but it includes the categorical latent class variable \( c \), which apprehends the heterogeneity in the population (Nylund et al., 2007). The structural model part as

\[ \eta_{0i} = \beta_{0ci} + \zeta_{0i} \]

\[ \eta_{1i} = \beta_{1ci} + \zeta_{1i} \]  

(5)
where $\beta_{0i0}$ is the mean intercept and $\beta_{1i0}$ is the mean slope within class $c$. $\zeta_{0i}$ and $\zeta_{1i}$ are error scores for participant $i$ in class $c$. In LCGA, all individual latent trajectories within classes are assumed to be homogeneous and permitted to vary only among classes (Nagin, 1999). The LCGA model was evaluated by a sequentially increasing number of latent classes (one-, two-, and three-class) to determine the class formation. The ML approach was employed to estimate the model.

One of the most challenging LCGA tasks is properly characterizing the latent class number. Suppose the researcher has no prior information about the latent class number in the data. In that case, the most frequent method is to analyze models with different class numbers and compare model-fit indices (Tofghi & Enders, 2007). Firstly, it is recommended to carefully check the estimation output, looking for outlier parameter estimates and other problems (Ram & Grimm, 2009). Secondly, models can be evaluated by comparing information criteria indices such as Akaike Information Criterion (AIC) (Akaike, 1987), Bayesian Information Criterion (BIC) (Schwarz, 1978), and Sample Size Adjusted BIC information criteria (SSA-BIC) (Sclove, 1987). Lower values indicate better-fitting models. Thirdly, nested models can be compared according to likelihood ratio tests (LRTs) that compare models with $c$ and $c-1$ latent classes. The LRTs are the adjusted Lo-Mendell-Rubin LRT (LMR-LRT), Vuong-Lo-Mendell-Rubin LRT (VLMLR-LRT) (Lo et al., 2001), and the parametric Bootstrap LRT (BLRT) (McLachlan & Peel, 2000). A significance test ($p < 0.05$) of the VLMR-LRT or LMR-LRT points out that the model with the $c-1$ class should be rejected in favor of the model with the $c$ classes (Nylund et al., 2007). Finally, models can be evaluated concerning the accuracy with which individuals have been appointed as belonging to one group. Entropy indicates the degree of classification uncertainty. It ranges from 0.00 to 1.00, high values ($>0.80$) suggest that individuals are classified as reliable and that there is sufficient separation among classes (Collins & Lanza, 2010). Average posterior probability (APP) values are generated by averaging the class probabilities of individuals with the highest posterior probability. When the APP value exceeds 0.70, individuals in a latent class have similar growth patterns (Nagin, 1999).

Results

Results of Research Question I

Unconditional LGCMs such as Model 0 (linear) and Model I (quadratic) were specified to predict the mean and the variance of growth factors across individuals. Table 3 summarizes unconditional model fit indices. The model-data fit indices indicate an inadequate fit of Model 0 to the data ($\chi^2 = 17.87(5), p > 0.05$; CFI = 0.86, SRMR = 0.06, and RMSEA = 0.13). The model-data fit indices indicate an adequate fit of Model I (CFI = 1.00, TLI = 1.00, SRMR = 0.005, and RMSEA = 0.00). Because of the fully saturated model, model fit indices always provide a perfect fit to the data. According to nested model comparisons, the log-likelihood difference test revealed a non-significant difference between these two unconditional models ($T_D = 17.21(4), p > 0.01$). However, because Model 0 is more parsimonious than Model I, it was determined to be the best-fitting model, and it was concluded that students showed a linear growth pattern in subjective well-being.

Table 3. Model fit indices for unconditional LGCMs

<table>
<thead>
<tr>
<th>$\chi^2$ $(df)$</th>
<th>AIC</th>
<th>BIC</th>
<th>RMSEA</th>
<th>SRMR</th>
<th>CFI</th>
<th>TLI</th>
<th>$T_D$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model 0</td>
<td>17.87 (5)</td>
<td>3300.94</td>
<td>3328.28</td>
<td>0.13</td>
<td>0.06</td>
<td>0.86</td>
<td>0.84</td>
</tr>
<tr>
<td>Model I</td>
<td>0.79 (1)</td>
<td>3291.15</td>
<td>3330.63</td>
<td>0.00</td>
<td>0.005</td>
<td>1.00</td>
<td>1.00</td>
</tr>
</tbody>
</table>

The mean intercept and slope estimates were 11.49 and -0.21, respectively ($p < 0.05$). The average subjective well-being at the initial time was approximately 11.49, and the weekly decrease in values was approximately 0.21 points on average. The estimate of variance intercept was 6.74, indicating inter-individual differences in the initial time point ($p < 0.05$). The estimate of variance slope was 0.81, indicating inter-individual differences in growth rate ($p < 0.05$).

Results of Research Question II

Sleep quality (Model II), resilience (Model III), and stress (Model IV) variables as time-varying covariates were cumulatively added to the unconditional linear growth model. In conditional LGCMs, the slope growth factor is defined as a function of the intercept factor, controlling for covariates. Table 4 summarizes model fit indices.
Table 4. Model fit indices for conditional LGCMs

<table>
<thead>
<tr>
<th>Model</th>
<th>$\chi^2$(df)</th>
<th>AIC</th>
<th>BIC</th>
<th>RMSEA</th>
<th>SRMR</th>
<th>CFI</th>
<th>TLI</th>
<th>$T_D$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model 0</td>
<td>17.87 (5)</td>
<td>3300.94</td>
<td>3328.28</td>
<td>0.13</td>
<td>0.06</td>
<td>0.86</td>
<td>0.84</td>
<td>-</td>
</tr>
<tr>
<td>Model II</td>
<td>42.41 (17)</td>
<td>3221.04</td>
<td>3260.44</td>
<td>0.10</td>
<td>0.06</td>
<td>0.87</td>
<td>0.84</td>
<td>78.34(4)*</td>
</tr>
<tr>
<td>Model III</td>
<td>45.32 (29)</td>
<td>2999.89</td>
<td>3051.41</td>
<td>0.06</td>
<td>0.04</td>
<td>0.96</td>
<td>0.94</td>
<td>139.30(4)*</td>
</tr>
<tr>
<td>Model IV</td>
<td>43.64 (41)</td>
<td>2833.77</td>
<td>2897.41</td>
<td>0.03</td>
<td>0.03</td>
<td>0.98</td>
<td>0.98</td>
<td>177.60(4)*</td>
</tr>
</tbody>
</table>

* $p < 0.05$

Considering conditional LGCMs fit indices, Model IV fitted the data better than the previous ones after controlling time-varying covariates’ effects (sleep quality, resilience, and stress). The log-likelihood difference test for nested models revealed significant differences between these conditional models ($p < 0.05$). This means that adding to covariates improved step-by-step model fits. In Model IV, the CFI and TLI were reported to be 0.98 better in magnitude than in Model 0. The RMSEA and SRMR were enhanced to an acceptable level of 0.03. Model IV had the lowest AIC and BIC values, indicating a better model-data fit. The observed mean value, unconditional (Model 0), and conditional (Model IV) mean estimate values were plotted in Figure 3. Model IV appeared to be the model that best captured the change in the data.

Table 5 summarizes conditional model estimates. The rate of change decreased, and this decrease occurred faster (slope values for Model 0 and Model IV were -0.21 and -1.22, respectively). The growth parameters’ standard error estimates were reduced compared to the unconditional model. The conditional model results showed that covariates significantly affected subjective well-being scores at every time point ($p < 0.05$). The mean intercept and mean slope estimates were 13.2 and -1.22, respectively, controlling for covariates. The intercept and slope variance became 2.66 and 0.36, respectively, in contrast to 6.74 and 0.81, in the unconditional model. There is a decline of 60% in intercept variance and 55% in slope variance explained by the covariates.

Table 5. Parameter estimations from the unconditional and conditional LGCMs

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Unconditional Model (Model 0)</th>
<th>Estimate</th>
<th>Estimate/SE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean intercept ($\beta_{00}$)</td>
<td>11.5*</td>
<td>41.27</td>
<td></td>
</tr>
<tr>
<td>Variance of intercept ($\beta_{01}$)</td>
<td>6.74*</td>
<td>4.16</td>
<td></td>
</tr>
<tr>
<td>Mean slope ($\beta_{10}$)</td>
<td>-0.20*</td>
<td>-1.96</td>
<td></td>
</tr>
<tr>
<td>Variance of slope ($\beta_{11}$)</td>
<td>0.81*</td>
<td>2.62</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Conditional Model (Model IV)</th>
<th>Estimate</th>
<th>Estimate/SE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean intercept ($\beta_{00}$)</td>
<td>13.2*</td>
<td>15.84</td>
<td></td>
</tr>
<tr>
<td>Variance of intercept ($\beta_{01}$)</td>
<td>2.66*</td>
<td>3.78</td>
<td></td>
</tr>
<tr>
<td>Mean slope ($\beta_{10}$)</td>
<td>-1.22*</td>
<td>-2.85</td>
<td></td>
</tr>
<tr>
<td>Variance of slope ($\beta_{11}$)</td>
<td>0.36*</td>
<td>2.30</td>
<td></td>
</tr>
</tbody>
</table>

* $p < 0.05$
Results of Research Question III

The LCGA model fit by consecutively increasing the number of latent classes (from one to three) was evaluated to determine the latent growth trajectory classes. The results increasingly presented better (i.e., smaller) AICs, BICs, and SSA-BICs (Table 6).

Table 6. Model fit criteria for class formation for LCGA

<table>
<thead>
<tr>
<th>Model-Fit Indexes</th>
<th>LC1</th>
<th>LC2</th>
<th>LC3</th>
</tr>
</thead>
<tbody>
<tr>
<td>AIC</td>
<td>3388.22</td>
<td>3327.56</td>
<td>3310.24</td>
</tr>
<tr>
<td>BIC</td>
<td>3406.45</td>
<td>3354.89</td>
<td>3346.69</td>
</tr>
<tr>
<td>SSA-BIC</td>
<td>3387.45</td>
<td>3326.40</td>
<td>3308.71</td>
</tr>
<tr>
<td>Entropy</td>
<td>-</td>
<td>0.76</td>
<td>0.79</td>
</tr>
<tr>
<td>LMR-LRT p</td>
<td>-</td>
<td>0.05*</td>
<td>0.07</td>
</tr>
<tr>
<td>VLMR p</td>
<td>-</td>
<td>0.05*</td>
<td>0.06</td>
</tr>
<tr>
<td>BLRT p</td>
<td>-</td>
<td>0.00*</td>
<td>0.00*</td>
</tr>
</tbody>
</table>

* p < 0.05; LC = latent class

Table 6 shows that comparing the current model against the model with one less class than the current model of choice should give an LMR-LRT p-value that is significant (p < 0.05). The LMR-LRT indicated that the data fit with the two-class model was not improved with the three-class model. The BLRT showed a statistically significant difference between the two-class versus the three-class models. The VLMR showed a non-significant difference between the two-class versus three-class models. The number of latent classes is subject to the model fit indices, the research question, parsimony, and interpretability. Hence, the two-class model was determined to be the best-fit model.

An entropy value summarizes individual class probabilities to evaluate classification quality. The entropy value of 0.76 showed good quality in classifying students into the two classes. The APP values were all reasonably high (0.85 or higher), near 1.0. Together, latent class findings recommend a good model fit for the two-class model. The estimated means of each class based on posterior probabilities are presented in Figure 4. This plot indicates that the sample shows heterogeneous growth in subjective well-being and that the amount of change does not occur similarly for the entire sample.

According to the growth patterns, Class 1 (55%) was the largest class. Class 1 members began with an average score of 10.13 at the initial time point and decreased by -0.81 points over time (p < 0.05). Members of Class 2 (45%) began with an average 13.03 score at the initial time point and increased by 0.16 points over time (p < 0.05). While the unconditional LGCM indicated a decreasing trend over time, this decline appeared limited to Class 1. This result suggests the existence of unobserved heterogeneity in the sample.

![Figure 4. Estimated means of latent classes.](image-url)
Discussion

The present study examined the latent growth trajectories of subjective well-being over time using a person-centered longitudinal measurement method. In the first stage, the unconditional LGCM demonstrated that the average growth trajectory was a linear decline over time with inter-individual differences at the initial time point. It is in line with previous studies that supported the linear growth of subjective well-being (Diener et al., 2018). In the second stage, adding the covariates to the unconditional model improved the model-data fit, and growth trajectories were much steeper than in the unconditional model. The results supported the hypothesis that changes in covariates influence changes in subjective well-being. It has been empirically supported that the contribution of the longitudinal measurement methods in concurrently modeling the time-varying covariates and observed variables (Wickrama et al., 1997).

It is quite possible that differentiation of latent trajectories exists within the larger population in educational research (Jung & Wickrama, 2008). The sources of this heterogeneity can be groups as observed or unobserved. In the third stage, the presence of unobserved distinct growth trajectories was explored with the LCGA model. Based on parsimony and interpretability, the two-class model was chosen as the best model to explain the heterogeneity of growth trajectories. One of the latent trajectory classes (Class 1) displayed similar growth trajectories with the unconditional model, but the slope was much smoother. The second latent trajectory class (Class 2), unlike Class 1, displayed an increasing trend over time. The results demonstrated that subjective well-being changed over time, and the rate of this change, as well as its covariates, were not constant for the entire sample. Consistent with previous studies, the results revealed that subjective well-being had a dynamic structure and supported the importance of using longitudinal measurement methods to explore the change process (Fernández-Rio et al., 2021). The results highlighted the need to examine the growth process longitudinally rather than cross-sectionally and identify unobserved heterogeneity within the population (Muthén & Brown, 2009).

The correspondence between construct and measurement design must be required for making proper and valid inferences from the data (Cronbach & Meehl, 1955). Longitudinal studies can support us in understanding transitions in people's lives, interruptions, trauma, and turning points that might contribute to comprehension (Goswami et al., 2016). In this regard, longitudinal data are necessary for constructs that are open to change by nature, such as depression (Barboza, 2020), mental development (Lee, 2020), and language development (Elahi-Shirvan et al., 2021) to analyze and understand the growth over time and answer questions about how they relate to other important competencies. The Latent Transition Model (Collins & Wugalter, 1992) and Latent State-Trait Models (Cole, 2012) can also be used to model longitudinal growth patterns.

Conclusion

The current study utilized a person-centered longitudinal measurement model to examine subjective well-being growth trajectories. The results revealed that subjective well-being showed inter-individual and intra-individual variation over time, and the rate of these changes, as well as its covariates, differed among individuals. Longitudinal research has revealed several statistical methodologies in which the origins of intra-individual and inter-individual variation must be considered jointly. The longitudinal statistical approaches employed in this study differ from others in two ways: they combine mean and covariance structures and allow measurement error to be evaluated and modeled simultaneously (Byrne et al., 2008). By controlling for the effect of diverse sources of variability on subjective well-being, inter-individual differences in latent growth patterns and intra-individual change were explored in detail. The categorical latent class variable was used to model the sample heterogeneity in the latent class growth analysis. Several research studies have stressed the importance of considering the heterogeneity within the sample while studying inter-individual variation in a longitudinal pattern (Wang & Bodner, 2007). Even a small percentage of a group with distinct features in the sample can suppress the variation pattern for the entire sample and obscure alternate development curves (Muthén, 2002). Ignoring the characteristics of latent classes with various developmental patterns can hide the dynamic interactions that lead to significant outcomes (Connell & Frye, 2006). The results highlighted the importance of examining continuous and cumulative processes longitudinally and evaluating latent classes based on the possibility of a heterogeneous distribution within the sample (Muthén & Brown, 2009).

Limitations

The current study includes several limitations due to its illustrative nature. Firstly, the sample consisted of student volunteers, with missing data excluded from the study. This restriction was performed to keep the study
simple and parsimonious. It is stressed that a larger sample size is required in longitudinal studies to more precisely model estimations (Diallo et al., 2017); however, in recent years, robust estimation methods have been established for proper model estimations with small sample sizes (Shi et al., 2021). A cross-validation study is recommended with different sample sizes and the inclusion of students with missing data. Additionally, the majority of the sample consisted of female students, mainly due to their voluntary participation. Therefore, it is recommended to include a more diverse group to obtain more accurate estimation results. Secondly, four weekly repeated measures were used to model growth trajectories. It can be investigated how different time intervals, such as daily or weekly, affect intra- and inter-individual changes. Thirdly, subjective well-being was operationalized using observed indicators such as happiness, peace, satisfaction, and energy. Moreover, a limited number of available covariates were used to predict the model. The effects of different covariates can be tested to define the growth process properly. The effect size of the covariates can be investigated in future studies using various methods (Feingold, 2021; Li & Harring, 2017). Finally, since the later measures have progressively lower correlations with the earlier measures as a function of increasing time, the effects of covariates were modeled with indicators concurrently. The Autoregressive Latent Trajectory Model (Bollen & Curran, 2004; Scott, 2021) can also be used to define the growth trajectories in longitudinal data. This model has one thing in common with the autoregressive model; the ability to include knowledge of the past values of a variable to estimate current values, which allows us to model growth trajectories with lagged influences (cross-lagged = 1, 2, ...).

**Recommendations**

In this study, LCGA approaches were used to define latent trajectory classes. These models assume that no inter-individual differences are fixed to zero, meaning all individuals in a given latent class are similar. GMM can be used to explore latent classes if the variance of growth factors is statistically significant, and the sample size is sufficient for within-class variance estimation. External variables (covariates or distal outcomes) can be added in various ways to the model (Bakk & Kuha, 2020). The present study did not investigate the effect of covariates on latent class formation. Covariate variables can be utilized to explain the class membership and the class assignment information can be used as a predictor for the distal outcome for further analyses. It is suggested that longitudinal measurement methods be utilized for more reliable and valid inferences from measurements in educational and psychological sciences, where individual development is more essential (Fukkink & van Verseveld, 2020).
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