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Abstract 
 

The purpose of this study was to assess the validity and reliability of the AMLE SIA, which was developed by 

the NMSA to provide the best educational programs for young adolescents to improve their skills. To promote 

these skills, NMSA suggested that schools needs to implement 16 characteristics nested within three categories. 

However, many middle schools failed to implement the practices. The reason might be the instrument itself due 

to including 96 items and the design. Therefore, the validity of the instrument was analyzed; response 

organization system was redesigned; the items were revised and eliminated by using regression (83 items); and 

the final instrument’s validity was analyzed by using EFA (73% of variance explained) and the reliability (.98) 

was calculated. 

 

Key words: School Improvement Assessment, Validity, Reliability 

 

 

Introduction 

 

Young adults’ future life is likely to be affected by decisions made between the ages of 10 and 15. Students 

decide about next steps during middle-level school years and school environment is an important component in 

their lifetime decision. Therefore, educational programs for young adolescents need to represent the best 

environment for 10-to 15- year- olds (National Middle School Association, 2010). In middle school, best 

practices have a positive effect on student achievement (Cook, Faulkner, & Kinne, 2009; Jackson & Lunenburg, 

2010; McEwin & Greene, 2011; Mertens & Flowers, 2006). However, student achievement should not be the 

only concern; educators need to be aware of other aspects. Middle level education occurs during crucial years in 

students’ educational lives because during these “transitional years” (National Middle School Association, 

2010) students are likely to undergo significant changes in many aspects: physical, intellectual, moral, 

psychological, and socio-emotional. Any unwanted situation could affect these aspects, which could result in 

poor high school performance and high school dropout (National Middle School Association, 2010), which 

educators would not like to encounter. Thus, young adults needed an education that would improve their aspects 

and lead them to be optimistic about the future (National Middle School Association, 2014).  

 

Students need an education that prepares them to overcome the present century’s difficulties. Success in the 

ever-changing world is one factor that needs to be addressed in good education (National Middle School 

Association, 2014). The changing world causes changes in education, and educators must continue developing 

and trying to sustain the success of middle grade schools. During this development, educators use the attributes 

and characteristics recommended in This We Believe: Keys to Educating Young Adolescents (National Middle 

School Association, 2010), in which the National Middle School Association (NMSA) asserted knowledge and 

many skills that students should have to be self-actualized, fully functioning people. These skills and knowledge 

were major goals of middle level educators. For instance, students need to think critically and rationally; be able 

to gather, assess, and interpret data deeply; develop skills and interests; use digital tools to gather information 

from different sources; take responsibilities and make ethical decisions about their own health and wellness. To 

achieve these goals, educational programs should be developmentally responsive, challenging, empowering, and 

equitable (National Middle School Association, 2010), so students can overcome difficulties.  

 

To achieve these goals, educational programs need to be aligned with 16 characteristics that were asserted by 

NMSA. The 16 characteristics were grouped into three categories (National Middle School Association, 2014): 
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1) Curriculum, Instruction, and Assessment; 2) Leadership and Organization; and 3) Culture and Community. 

The Curriculum, Instruction, and Assessment Category dealt with having an engaged, active, purposeful, 

challenging, integrated learning and teaching environment and assessment. The Leadership and Organization 

Category concerned supporting professional development, collaboration, and organization for all stakeholders. 

The Culture and Community Category dealt with giving support and guidance to students by having a safe and 

inviting school environment. Having practices aligned with these three categories was useful for schools in 

terms of reintroducing successful and promising young adults to society. For instance, research conducted in a 

middle school in Kentucky showed that if a middle school concept aligned with the guidelines provided by This 

We Believe: Keys to Educating Young Adolescents, the students’ academic achievement was higher than that of 

students in schools not aligned with the guidelines (Cook et al., 2009).  

 

To assess whether a school’s program aligns with these categories, NMSA introduced an instrument, the 

Association for Middle Level Education (AMLE) School Improvement Assessment (SIA), for middle school 

educators to evaluate middle schools. The AMLE SIA was based on 16 characteristics of This We Believe: Keys 

to Educating Young Adolescents. The SIA also provided reports about strengths and weaknesses of schools. By 

knowing the strengths and weaknesses of schools, teachers had a chance to help young adolescents become 

successful and responsible global citizens that were aimed in This We Believe: Keys to Educating Young 

Adolescents.  

 

Even if This We Believe: Keys to Educating Young Adolescents presented the best practices in middle-level 

education, many middle level schools failed to fully implement middle-level practices (McEwin & Greene, 

2011). One possible reason for this is that the instrument prepared by NMSA might not provide sufficient 

information about schools and their needs, which could be the result of an assessment that does not measure 

what it intend to assess. Therefore, the investigation of the SIA could be helpful in providing a valid instrument 

scores for evaluating both best practices in middle-level education and schools in terms of categories provided 

by NMSA (2011).  

 

Assessing the assessment itself could be the first step before using that assessment. There are important 

questions that need to be answered in research, such as whether the assessment’s content measures the intended 

purpose of the assessment and includes all related contents within it, how well the assessment predicts the 

criterion, and whether the measure assess the construct that is intended to represent. These questions deal with 

the validity of an assessment. Validity focuses on “whether a particular inference or conclusion is correct, 

reasonable, or accurate” (Bryant, 2000, p.101). Nunnally (1967) explicitly defined construct validity - one type 

of validity - as  

The degree to which it is necessary and difficult to validate measures of psychological variables is 

proportional to the degree to which the variable is concrete and abstract….To the extent that a variable 

is abstract rather than concrete, we speak of it as being a construct. Such a variable is…something that 

does not exist as an isolated, observable dimension of behavior. (pp. 84-85) 

Therefore, it is important to have a measurement that can be accountable in terms of validity of constructs.  

 

The purpose of this research was to analyze the validity and reliability of the Association for Middle Level 

Education (AMLE) School Improvement Assessment (SIA) and improve the organization of the SIA for future 

application. The reason was that there were concerns about the instrument, such as items in the assessment did 

not align well with the 16 Characteristics, or it was wordy and subject to spurious interpretation. Also the 

AMLE SIA instrument had 96 items; evaluating 96 items would be time consuming. As such, we also analyzed 

how effective the response organization system was and what would be the most efficient way to answer items 

in this instrument. By re-evaluating the instrument, we expected to have an instrument better aligned with the 16 

characteristics, more trustworthy and valuable information about middle-grade practices, and a more focused 

instrument that would enable more targeted professional development and focused school improvement efforts.  

 

 

Method 

 

The study consisted of four phases. The two of the phases were designed to provide insights into the validity of 

the scores obtained from the instrument, and other two of the phases focused on the instrument’s functioning 

and sample results.  

 

Phase 1 

During Phase 1, several forms of validity were considered. Initially, Face Validity (Mosier, 1947) was used. 

With face validity, we checked to see if the operationalization, on its face, was a satisfactory translation of the 
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construct we intended to measure. The intended construct was the “This We Believe. . .” document (National 

Middle School Association, 2010), which describes three categories comprised of 16 characteristics across 96 

items. The 96 items were provided to 25 experts who examined the items and compared them to the statements 

in This We Believe.  However, face validity is likely the weakest way to demonstrate construct validity (cf. 

Cronbach, & Meehl, 1955) and probably the most abused. Therefore, we took a very systematic and clinical 

approach. Experts were selected from the field of middle school were well versed in the constructs expressed in 

This We Believe. All the experts either were original authors of the document, reviewers of the document, or on 

the research advisory board for the National Middle School Associations, (has since changed its name to 

Association of Middle Level Educators [AMLE]).  

 

Face validity. Face validity concerns the face of the instrument. If the instrument seems like a good 

measurement for the intended purpose, then it would have face validity. For instance, if an instrument is 

designed to measure math ability, as a researcher you might look at items and think that these items fit the 

instruments purpose. However, even if items are related to measuring math ability, because this is a subjective 

decision this type of validity might be considered as weak. The weakness of evidence does not mean that the 

instrument does not measure correctly; on the contrary, it might, but it still would be subjective. To prevent 

subjectivity, the researcher could send the instrument to other experts to improve its face validity. Therefore, 

besides face validity there are other validity types that should be examined to ensure the validity of an 

instrument.  

 

Content validity. Content validity deals with whether an instrument evaluates relevant aspects of it (Bryant, 

2000).  The important issue for content validity is itself, because the test might measure a content related with 

the intended content which makes the test fail to have the content validity. The test also should measure all 

components of the content. For instance, a final exam for a course needs to measure the concepts that were 

taught in that course. Content validity is crucial because for some constructs, such as our final exam example, it 

might be easy to determine the criteria that fit to that construct, but for other constructs (e.g., attitude, 

intelligence) it is not (Trochim, 2006). The criterion in content validity is the measure itself. Therefore, there 

cannot be a correlation between a new measure and the criterion (Nunnally, 1967).  

 

Predictive validity. The purpose of predictive validity is to “estimate some important form of behavior” 

(Nunnally, 1967), which is criterion. A test needs to be able to assess how successful it is in predicting the 

criterion before measuring it (Bryant, 2000). In that case, the instrument, theoretically, needs to predict the 

criterion. If there is a high correlation between predictor and criterion, the measure can predict something well. 

For instance, if the predictive validity of a measurement used to predict how well students perform in a specific 

grade is good, it should be able to predict students’ success in that specific grade, not something else.  

 

Concurrent Validity. In concurrent validity, unlike predictive validity, the scores are obtained from a new 

measure and criterion measure at the same time (Bryant, 2000). As in predictive validity, in concurrent validity, 

there should be a high correlation between these two measures. Thus, one test can be substituted for the other 

one because one measurement would be expected to measure the same construct. For instance, if there is a 

strong correlation between students’ course grade and the passing test, the course-passing test could be given to 

students instead of the course itself. To have strong concurrent validity for an instrument, it would be better to 

collect test scores and criterion measure separately (Bryant, 2000).  

 

 

Phase 2 

 

Response organization redesign. It is important to pay as much attention to the online structure of the instrument 

as to the psychometric structure of the instrument. The instrument was originally designed to be administered 

one item at a time nested within characteristic, with characteristics nested within categories. This model required 

participants to be aware and to be presented with repetitious text about the category and characteristic to which 

they were responding. To examine the online structure of the instrument we considered the time it took to 

complete the instrument, time spent per item, and ways to improve the response time. Initially, we plotted the 

average item response time. For this part, there were 24 middle grades teachers, staff, and administrators. Then, 

we randomized the items to determine if there was any pattern with regard to the order of the characteristics and 

categories. A new sample from a different middle school was selected (n= 22). The reason for the randomization 

of items was to rule out whether the average response time was a factor of the item’s difficulty toward the end of 

the test or due to the length.  Finally, we revised the online layout and item response format again examining 

average item response time. Items were again nested within characteristics and characteristics nested within 

categories; however, now all of the items for a characteristic were displayed at the same time within the same 
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block, and sliders were used for input. This effectively reduced the number of screens to 16 and eliminated the 

need to scroll. For this portion, a new sample of middle grades teachers, staff, and administrators from another 

middle school were selected (n= 23). The total number of items examined was 96.  

 

 

Phase 3 

 

This phase consists of two parts, a 15-member panel of experts and a separate group of six experts to review the 

comments and ratings for the purpose of deleting or revising items. In this phase, to have a more robust 

instrument, we analyzed it according to responses and comments from 15 middle grades experts. All experts 

were either classroom teachers (6) with 15 or more years of teaching and participation in AMLE or university 

middle level teacher educators (9) with 20 or more years combined of experience teaching middle school and 

university experiences researching middle level. They rated the items for relevance to the category and to the 

characteristic. Participants rated the items on a 100-point relevance rating scale where 1 indicated that the item 

did not align with the characteristic and category and 100 indicated that the item aligned well. They also were 

asked to provide qualitative commentary for each item. The qualitative commentary they were asked to cover 

concerned whether the item was relevant, possible rewording options, redundancy, or should be removed. For 

each item rated 50 or below, a new box would appear asking for a revision of the item or if the item should be 

removed from the scale and a reason.  

 

Primarily, in the original AMLE SIA, there were 96 items. The first Category, Curriculum, Instruction, and 

Assessment, included 5 characteristics with 39 items. The Leadership and Organization Category consisted of 5 

characteristics with 27 items. The last Category, Culture and Community, was comprised of 6 characteristics 

with 30 items.  

 

All scores were converted to a percentage scale to make interpretation of data easier. Data were analyzed by 

aggregating scores across raters and computing means and standard deviations. Regression was used, and 

standardized  weights were obtained with the total characteristic score as dependent and weighted item ratings 

as predictors. Structure coefficients were computed by correlating predicted values with the dependent variable. 

The structure coefficient estimates the percentage of useful variance accounted for by each item independent of 

other items. We used this as a relative measure of the importance of each item without considering whether or 

not that variance accounted for estimate was unique.  

 

A separate and distinct group of six experts met to make final decisions for item revision or deletion. After 

consideration of quantitative and qualitative information, items with a rating of 90 or above were decided as 

adequate and retained; items with a rating between 70 and 90 were considered strong candidates for revision; 

and items with less than 70 were considered strong candidates for removal. In addition, if two items had 

equivalent ratings and the qualitative information indicated that the two items were addressing the same 

information, the item that had the higher  weight was considered for revision whereas the other item was 

deleted. As a result, for the first Category, seven items were removed, eight items were selected for revision, and 

24 items performed well. Three items from the second Category and three items from the third were eliminated. 

In the second Category, five and 19 items were considered for revision and retention, respectively. Seven items 

were selected for revision and 20 items performed well for the last Category.  

 

 

Phase 4 

 

EFA analysis. The sample included 15 teachers, nine of which were female. Seven of 15 individuals completed 

the survey by answering all the items.The final form of AMLE SIA included 83 items and was administered on 

the Web. Participants responded to items using a 0-to-100 unnumbered graphic rating scale. A 0 indicated never 

and 100 indicated all the time. Users moved a slider to indicate their response in the Qualtrics online survey 

software. The answer could be any number on the 0-100 scale, such as 47, 78, or 99. We chose the unnumbered 

graphic rating scale because it has been shown to be a favorable method for collecting psychometrically reliable 

scores (Cook, Heath, Thompson, & Thompson, 2001) (see Figure 4). 

 

In the data set ~14% was missing observations, so as the first step for analysis was to impute data using the 

expectation-maximization (EM) algorithm, which is one of the popular methods for dealing with missing data. 

The Proc MI procedure in SAS 9.3 was used to impute the data. The Proc MI procedure reads raw data with 

missing observations and provides maximum likelihood variance-covariance estimates with the vector of means. 



93 
 

IJCER (International Journal of Contemporary Educational Research) 

The EM covariance matrix is an excellent approach to deal with missing data prior to exploratory factor analysis 

(EFA) applications (Graham, 2012).  

 

EFA was conducted to examine construct validity of scores. In EFA studies, the desired sample size was 

suggested as more than 200 (e.g., Cattell, 1978; Guilford, 1954). However, there were simulation studies that 

showed that EFA also provides sufficient results with a small sample size between 10 and 50 (Mundfrom, Shaw, 

& Ke, 2005; Preacher & MacCallum, 2002). Recently, it was found that EFA yielded reliable results even when 

sample size was smaller than 50 (i.e. even smaller than 10 in well conditioned data) (de Winter, Dodou, & 

Wieringa, 2009). Therefore, even in this study, in which there were 15 cases, conducting EFA would not yield 

misleading results.  

 

After we obtained our variance-covariance matrix, we conducted most of the parametric statistical methods by 

using the information provided in that matrix, rather than using raw data (Zientek & Thomson, 2009). When we 

use sufficient decimal places in the variance covariance matrix, or in the correlation matrix with standard 

deviations of those variables, we would exactly estimate the same results, which can be found by reading raw 

data. Thus, we can use EM estimated variance covariance matrix in our EFA analysis to estimate our parameters 

of interest because EFA is one of the parametric multivariate models under the general linear model (GLM). 

 

Principal components analysis was used as our factor extraction method. There were other methods to extract 

factors, such as principal axis factoring or maximum likelihood. Robust studies with smaller samples never used 

maximum likelihood as their method of choice. In terms of comparison of principal component and principal 

axis extraction methods, the two methods yield equivalent results when variables are increasing in the study or 

variables are reliable (Authors, 2004; Thompson, 1992). There were 83 items in the instrument, so we believe 

that either of these two choices would have returned the same results. 

 

In EFA studies, the next decision is to determine the number of factors to extract from the correlation matrix. 

There are several strategies to decide how many factors should be extracted, such as Kaiser’s eigenvalue greater 

than one rule, Catter’s scree plot, and parallel analysis (Authors, 2004). The most commonly used method is the 

eigenvalue greater than one rule because this rule is default in many statistical packages (e.g., SPSS) (Thompson 

& Daniel, 1997). In our EFAs, we specified the number of factors as three because the instrument was based on 

middle grades educational theory. 

 

Generally speaking, in EFA, after extracting the factors, rotation is almost always necessary to interpret factors 

easily (Thompson, 2004). There are two extraction methods: orthogonal and oblique. The difference between 

these rotation methods is that, philosophically, if the researcher believes the factors to be uncorrelated the 

orthogonal rotation retains uncorrelated characteristic in factors. For the oblique rotation the researcher must 

believe that the factors are correlated and the rotation retains that characteristic. Both rotation strategies are 

designed to obtain simple structure (Thurstone, 1947) for easier interpretation. 

 

Correlated factors are one indicator for the existence of higher order factors (Gorsuch, 1983). While first order 

factors are extracted from the variable correlation matrix, higher order factors are extracted from the inter-factor 

correlation matrix (Thomson, 2004). Gorsuch (1983) explained higher order factors: 

Rotating obliquely in factor analysis implies that the factors do overlap and that there are, therefore, 

broader areas of generalizability than just a primary factor. Implicit in all oblique rotations are higher-

order factors. It is recommended that these be extracted and examined so that the investigator may gain 

the fullest possible understanding of the data. (p. 255) 

This portion of the study included two parts. In the first part, the authors reviewed the items, and they expected 

three correlated factors would be extracted under one higher order factor.  We extracted three first-order factors, 

and one higher order factor was extracted from the “three by three by three” inter factor correlation matrix. 

Promax rotation, one of the oblique rotation strategies, was used to rotate three first order factors for easier 

interpretation. In the second part, we conducted three separate EFAs for each of the three categories separately. 

In each EFA, we extracted one factor from the inter-variable correlation matrix by using principal component 

analysis. 

 

 

Results 

 
The results section moves from the evidence of score validity, examination of the response method to item 

revision, and finally exploratory factor analysis of the revised instrument.  
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Results of Phase 1: Validity 

 

The expert review of face validity was in agreement that the items reflected the constructs expressed in the This 

We Believe . . . document. The rating was 100% agreement for the items in Characteristics 1, 6, 10, 11, 13, 15, 

16, and 92% agreement for the items in Characteristics 2, 3, 4, 5, 6, 7, 8, 9, 12, 13, 14.  However, there was 

more variability in Characteristics within categories. For characteristics within category there was 88% 

agreement for Category 1, 91% agreement for Category 2, and 84% for Category 3. The major conflict in 

agreement when considering the higher-level construct was that some characteristics could belong to two of the 

categories depending on the interpretations of the people answering the items. Primarily, the expert 

conversations were dominated by concerns for individual items comprising characteristics that could lead to the 

erroneous interpretations. Therefore, the problematic items were either removed or revised depending on 

consensus. After alterations and deletions, the group had 100% agreement across all items, characteristics, and 

categories.  

 

For the concurrent validity we assessed the ability of the instrument to distinguish between those who knew the 

principles of This We Believe . . . from those who were unfamiliar. We compared the responses from the expert 

panel to those of 16 high school teachers who had never been middle school teachers, were not members of the 

Association of Middle Level Educators, and had not read the This We Believe . . . document. The two groups 

responded to the items and chose a 1 or 0, 1 indicating it was contained in the This We Believe . . . document and 

a 0 indicating that it was not. The score discrepancy was stark. Scores for the expert panel were very high (mean 

= 4.71, SD= .43) while the high school teachers were lower (mean = 3.15, SD= .99). Some potential reasons for 

why the score discrepancy was not even greater could lie in the fact that some of the principles are closely tied 

to good educational principles that cannot be isolated to the middle school only. However, when the groups 

were asked to determine if the items were contained in the This We Believe . . . document the difference was 

more dramatic. The chance score for the rating was .50 (there were only two choices, either a 0 or a 1, so 

participants had a 50/50 chance of guessing it correctly. The par score was .92, or 92 percent of the items were 

part of the document. The high school teachers’ rating was .54, just above chance but well below the par score. 

The experts’ score was .88. While they were able to identify all the distractors with 100% accuracy, they 

misclassified some items intended to measure the This We Believe . . . document. The identified items were the 

items that were flagged earlier as potentially problematic and subsequently either dropped or revised. The 

magnitude of the effect was .34, a sizeable difference between the groups.  

 

 

Results of Phase 2: Response Organization Redesign  

 

According to the results from 24 participants for items grouped within characteristic and characteristics within 

categories, participants’ mean administration time was 34 minutes and 20 seconds. Participants’ item response 

time grew longer toward the end of the assessment (see Figure 1). The assessment’s items were not longer 

toward the end nor were they more complex; rather, respondents might suffer fatigue because of the total 

number of items (96) or the presentation of the items. As such, their response time was unacceptably long (see 

Figure 1) and calls into question the dependability of their responses toward the end of the administration.  

 

 
Figure 1. Response time ordered items 
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The results for the second type of response organization, random ordered items (not grouped by category or 

characteristic), showed that it was harder to keep the same response time performance when items were 

organized randomly. To complete the item the respondent was required to reach the descriptor for the category 

and the characteristic for every item. The mean administration time was 35 minutes and 44 seconds. The 

response time of participants was longer than the first organization type (see Figure 2). Organizing items 

randomly might create a chaotic environment for respondents. When two figures of two types of organization 

were taken into consideration (Figure 1 and Figure 2), the random ordered organization system graphic appeared 

more jagged in comparison to ordered items’ graphic.  

 

 
Figure 2. Response time random ordered items by standard presentation 

 

The result for the systematic slider organization, items grouped by characteristic within category by slider, was 

the best one for respondents’ (see Figure 3). The minimum and maximum response times per item were 3 and 

13 minutes, respectively. The average administration time was 8 minutes.  

 

 
Figure 3. Response time ordered items grouped by slider choice 

 

In this organization, the direction appeared only once per characteristic (see Figure 4). Also, this organization 

moved to the idea of 100-point scale, which most school personnel were very accustomed. The progress bar at 

the bottom of the electronic response page divided into 16 segments as opposed to 96. According to these 

results, it is important to organize items into one category, and present these items together in an online page in 

order to help respondents. Formatting the assessment plays a crucial role for the target group. It is important to 

notice that the variation around the mean was consistent and there was not quadratic appearance to the response 

time as the test time progressed. In addition, the average completion time was decreased to one-fourth of the 

time necessary.  
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Figure 4. Example of items grouped by slider choice 

 

 

Results of Phase 4: EFA Analyses 

 

One-first-order factor solution 

 

Score reliability. The reliability of scores was computed by Cronbach’s α internal consistency coefficient. The 

reliability coefficient of whole test scores was 0.983. The internal consistency coefficient statistically showed 

the proportion of true score variance, so closer to 1 is desired. Our estimated reliability coefficient, 0.983, was 

very close to 1, thus we could say that scores were reliable. 

Factor structure. To evaluate the test score validity, principal component analysis was conducted, following the 

guidelines described in Thompson and Daniel (1997).  

 

 

Three first order factor solution 

 

Factor structure. The three eigenvalues prior to rotation for the factors subsequently were 44.861, 8.098, and 

7.521, respectively. These three factors explained around 73% of the total variance of the variable correlation 

matrix. Because the authors expected the existence of one second-order factor, promax rotation for the simple 

structure was applied. Second order factors can only be extracted from an inter-factor correlation matrix after 

one of the oblique rotation strategies is used (Gorsuch, 1983; Thomspon, 2004). The eigenvalues for the 

components were, respectively, 26.322, 22.382, and 11.775 after rotation, and as expected they explained 

exactly the same amount of variance, 73%, of the variable correlation matrix. Table 1 shows pattern coefficients 

after Promax rotation was applied.  

 

When one of the oblique rotations was applied to obtain simple structure, structure coefficients were not equal 

to pattern coefficients anymore, which is the case in orthogonal rotation (Thompson, 2004). Thus, whenever an 

oblique rotation is applied, structure coefficients should be reported separately (Thompson, 2004). Table 2 

shows the structure coefficients. 

 

 

 

 

 

 

 



97 
 

IJCER (International Journal of Contemporary Educational Research) 
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The Promax rotation produced correlated first-order factors, so these overlapped factors implied the existence of 

a higher order factor that could be extracted from the inter-factor correlation matrix. The second-order factor 

was extracted from the inter-factor correlation matrix. Table 3 contains the correlation matrix for Promax 

rotated first-order factors and the second order factor. The eigenvalue for the second-order factor was 1.969, and 

it explained 66% of the variance in the inter-factor correlation matrix. 

 

Table 3. Inter-Factor Correlation Matrix and Second-Order Factor Structure Coefficients 

 

Correlation Matrix  
Second-Order Coefficients 

  First1 First2 First3  

First1 1 

  

 0.861 

First2 0.623 1 

 

 0.842 

First3 0.430 0.388 1  0.720 

 

First-order factors were not observed variables; they were abstractions of observed variables. Because second-

order factors were extracted from the inter-factor correlation matrix, second-order factors were “abstractions of 

abstractions” (Thomson, 2004, p. 74). We would not want to interpret second-order factors in terms of 

abstractions (e.g., first-order factors); instead, we should interpret second-order factors in terms of measured 

variables. To be able to interpret second-order factors in terms of measured variables, the Schimid and Leiman 

(1957) solution is provided in Table 4.  
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Separate EFAs for each category 

 

Reliability structure. Internal consistency reliability estimates for each category were calculated. The reliability 

estimate for the first Category, which had 32 items, was 0.978. Cronbach’s α for the second Category, which 

included 24 items, was 0.939, and the estimate for the third Category, which had 27 items, was 0.969. Although 

the third Category’s reliability estimate was 0.939, it was very close to 1. The other two categories’ estimates 

were close to 1; therefore, we could conclude that our scores were reliable for each category. 

 

Factor structure. Table 5 shows the pattern/structure coefficients for each category. Three separate EFAs were 

conducted by using the principal components method. The first EFA for Category 1 with 32 items resulted in 

only 5 pattern/structure coefficients smaller than .4. A second separate EFA for Category 2 with 24 items (33-

56) resulted in only 1 item (51) and had a value smaller than .4. The other separate EFA for Category 3 with 27 

items produced only 1 item and had a value smaller than .4. All others had pattern/structure coefficients bigger 

than .4 absolute value. 

 

Table 5. Pattern/Structure Coefficient for Each Category 

Category 1  Category 2 

 

Category 3 

Item # Factor 1.1  Item # Factor 2.1  Item # Factor 3.1 

1 0.792  33 0.869 

 

57 0.651 

2 0.357  
34 

0.963 

 

58 0.558 

3 0.432  
35 

0.985 

 

59 0.534 

4 0.013  
36 

0.975 

 

60 0.594 

5 0.273  
37 

0.489 

 

61 0.719 

6 0.636  
38 

0.908 

 

62 0.741 

7 0.025  
39 

0.963 

 

63 0.704 

8 0.683  
40 

0.956 

 

64 0.841 

9 0.611  
41 

0.875 

 

65 0.815 

10 0.817  
42 

0.546 

 

66 0.626 

11 0.353  
43 

0.886 

 

67 0.735 

12 0.846  
44 

0.898 

 

68 0.411 

13 0.929  
45 

0.797 

 

69 0.146 

14 0.923  
46 

0.467 

 

70 0.791 

15 0.914  
47 

0.900 

 

71 0.816 

16 0.758  
48 

0.884 

 

72 0.815 

17 0.524  
49 

0.844 

 

73 0.810 

18 0.904  
50 

0.864 

 

74 0.933 

19 0.768  
51 

0.155 

 

75 0.901 

20 0.824  
52 

0.671 

 

76 0.895 

21 0.829  
53 

0.598 

 

77 0.910 

22 0.902  
54 

0.897 

 

78 0.895 

23 0.852  
55 

0.825 

 

79 0.793 

24 0.772  
56 

0.511 

 

80 0.709 

(continued) 
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Item # Factor 1.1  Item # Factor 2.1  Item # Factor 3.1 

25 0.889  

   

81 0.833 

26 0.759  

   

82 0.870 

27 0.800  

   

83 0.946 

28 0.950  

     29 0.963  

     30 0.931  

     31 0.888  

     32 0.915   
          

Note. Factor pattern coefficients greater than |.4| are bolded. 

 

The extracted factor from the 32 by 32 inter-variable correlation matrix for Category 1, explained around 58 % 

of variation. The other one factor extracted from 24 items for Category 1 explained 65 % of the variation. The 

factor extracted from 27 items inter-variable correlation matrix for Category 3, explained 58 % of the variation 

among variables. 

 

 

Discussion 

 
The four phases of the study shed important light on the usefulness of the AMLE’s SIA. The validity indicators 

are reasonable. The benchmarks by which the validly was judged are not the only ones available but do 

comprise prominent means for determining that the instrument does measure what it is intended to measure. 

Arguably, the strongest indicator for validity claims comes from the ratings of experts as compared to novices 

unfamiliar with the AMLE SIA or the principles on which it is based. The novice group was barely above 

chance score indicating that guessing could likely have accounted for the same score while the experts were 

much closer to par score. It is very important to note that the experts were able to pick the distractors out 100% 

of the time. The misclassification of items as not being representative of This We Believe. . . was a strong 

indicator for further analysis and instrument refinement.  

 

The refinement of the instrument led to experts having to sit around a table, listen to each other explain their 

rationale for their ratings and to come to consensus on what to do with particular items. The analysis process 

reduced the number of items and increased the clarification of items that previously caused ambiguity.  

 

Perhaps the most detrimental aspect to validity and reliability is instrument length. In the original version items 

were presented within characteristic and category but one item at a time. The process required 96 mouse clicks 

to progress through the instrument with additional clicks for consent, information, and terminology. When 

looking at the graphs there was not explanation for why as the items progressed it would take respondents more 

time to answer an item. So the items were randomized to determine if the items toward the end of the 

assessment were more time consuming. In fact, they were not and time to completion increased. We reduced the 

total number of mouse clicks to 16 with the same number of introductory clicks. Presenting a grouping of items 

by characteristic within the category reduced the amount of reading and allowed respondents to simply move a 

slider. They were able to see which items came before and after the item they were addressing. The perception 

could have been that there were fewer items. In fact, the time to completion of the instrument was reduced to ¼ 

the time needed previously and the reliability was very high at .98. Therefore, we can rule out that the 

respondents simply guessed without reading the prompts. 

 

Finally, the EFA clearly indicates that the dropped items and the revised items provide a reasonable fit to the 

data, and the new instrument accounted for 73% of the variance, a very respectable number. The factor loadings 

were mostly as expected with a few items being problematic. Some items that we expected to load on Category 

3 actually loaded on Category 1. The potential problem here is that respondents may have viewed the culture 

and community items as they relate to curriculum because the items do have implications for instruction.  

The revised instrument does yield valid and reliable scores. However, more data is necessary for a fine-grained 

analysis. That data also needs to be more representative of middle school programs and the way the middle 

school concept is enacted in the U.S. While we believe the analysis is robust, the sample size for the EFA only 
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accounts for a single school district in a single state. The results seem to indicate that fewer items could improve 

the instrument, as could the collapsing of some of the characteristics.  
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